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Abstract

The set of all different degrees of the vertices of a graph G is known as the degree set of G. A nontrivial graph of order n
whose degree set consists of n−1 elements is called an antiregular graph. Antiregular graphs have been studied in literature
also under other names, including “quasi-perfect graphs”, “maximally nonregular graphs” and “degree antiregular graphs”.
This paper aims to gather the known results concerning the antiregular graphs.
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1. Introduction

The terminology and notation not defined in this paper can be found in some relevant (well–known) books, like [12,16,19,
32].

A graph in which all vertices have the same degree is called a regular graph. In contrast, a graph whose all vertices
have different degrees was named as the “perfect graph” by Behzad and Chartrand [9]. However, Berge [6,7] had already
used the term “perfect graph” to mean something entirely different – particularly, according to Berge, a graph in which
the chromatic number and the clique number have the same value for each of its induced subgraphs is called perfect graph
– in the remaining part of this paper, the terminology of perfect graphs suggested by Berge is used. Certainly, there exist
at least two regular graphs of order n for every n ≥ 2. However, on the other hand, there does not exist any nontrivial
graph whose all vertices have different degrees – this fact was noticed firstly by Dirac (as mentioned in [17]) and was
independently proven by Behzad and Chartrand [9]. The authors of [9] also characterized the graphs of order n containing
exactly n − 2 vertices of different degrees for every n ≥ 2. Such graphs were referred as the quasi-perfect graphs in [9],
maximally nonregular graphs in [62], degree antiregular graphs in [47] and antiregular graphs in [45, 48]. Nowadays, it
seems that “antiregular graphs” is a generally accepted term for referring such kind of graphs and thereby we use this
name in the remaining part of this paper.

It is known [9] that for every integer n ≥ 2, there are exactly two nonisomorphic antiregular graphs of order n and that
these two graphs are complementary (two nonisomorphic graphs G and G′ of same order, satisfying the property G ∼= G′

are called complementary graphs [53], where G is the complement of the graph G). For n ≥ 2, denote by An and An the
connected antiregular and disconnected antiregular, respectively, graphs of order n. It needs to be mentioned here that
connected antiregular graphs were referred as pairlone graphs in [57] and half-complete graphs in [29]. Antiregular graphs
have several interesting properties, and the connected antiregular graphs have found some applications in control theory
[38–40]. Also, antiregular graphs are sometimes considered as the graphs opposite to the regular graphs [1,13,15,34].

The main purpose of this paper is to give the known results regarding the antiregular graphs An and An. The paper
is organized as follows. Basic properties of antiregular graphs are listed in the next section. Section 3 is concerned with
some certain polynomials of antiregular graphs. In Section 4, results regarding the graph invariants of antiregular graphs
are given. Section 5 is devoted to the results about the spectral study of antiregular graphs.

2. Basic properties

In this section, various basic properties of the antiregular graphs are given. Recall that we have defined antiregular graphs
of order at least 2. For completeness, we take A1 as the unique graph of order 1 then obviously A1

∼= A1.
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Theorem 2.1. [9] For n ≥ 3, the antiregular connected graph An has exactly one vertex of degree n− 1 and the antiregular
disconnected graph An has exactly one vertex of degree 0. Also, for n ≥ 2, the equal degrees are bn/2c in An and b(n− 1)/2c
in An.

Let D2 be the unique connected graph of order 2. For every integer n ≥ 3, denote by Dn the complement of the graph
obtained from Dn−1 by adding an isolated vertex. Nebeský [52] and Munarini [51] independently noted that An ∼= Dn

and An ∼= Dn, where Dn is the complement of Dn. Thus, we may say that the graph An (and hence An) can be drawn
recursively.

The two vertices of an antiregular graph that have the same degree are called exceptional vertices [52].

Theorem 2.2. [52] For the connected antiregular graph An, the following properties hold.

(i) Two vertices u and v of An are adjacent if and only if deg u+ deg v ≥ n.

(ii) Let i be an integer satisfying 1 ≤ i ≤ bn/2c and assume that ui, vi ∈ V (An) such that deg ui = i, deg vi = n − i,
ubn/2c 6= vbn/2c then uivi ∈ E(An) and the set

{
u1v1, u2v2, · · · , ubn/2cvbn/2c

}
is a maximum matching of An.

(iii) Size of An is bn/2cdn/2e.

(iv) For n ≥ 3, if u is an exceptional vertex of An then An − u is isomorphic to An−1.

(v) For n ≥ 3, the graph obtained from An by identifying its exceptional vertices is isomorphic to An−1.

(vi) If r is a positive integer then An contains a subgraph isomorphic to Kr (complete graph of order r) if and only if
r ≤ b(n+ 1)/2c.

(vii) The graph An is planar if and only if n ≤ 7.

Note that by using Theorem 2.2(i), one can iteratively construct the graphs A2, A3, A4, · · · , starting from A2 (that is, the
path graph of order two). More precisely, for every n ≥ 3, the graph An can be obtained from An−1 by adding a new vertex
and connecting it to all vertices with degree greater than b(n− 1)/2c and to one of the two vertices with the same degree
b(n− 1)/2c.

A graph G of order n is called tree-complete if for every tree T of order n there is a tree T ′ spanning the graph G such
that T and T ′ are isomorphic [58].

Theorem 2.3. [58] The graph An is tree-complete.

Given a class F of graphs, a graphG is said to be universal for F ifG contains every graph of F as a subgraph [10]. Some
detail about universal graphs can be found in the references [21,22,49,55]. It should be noted here that the definition of
the universal graph for trees and that of tree-complete graph are coincident. Thus, the main result (Theorem 2) of the
paper [45] is same as Theorem 2.3.

The neighborhood graph of a vertex u in a graph G is the subgraph induced by all those vertices of G that are adjacent
to u. A graph whose all vertices have nonisomorphic neighborhood graphs is called C-graph [28]. Since two vertices of
different degrees in a graph have nonisomorphic neighborhood graphs, one may think that there is a good relation between
the C-graphs and antiregular graphs – however, from the next result it can be seen that this is not the case.

Theorem 2.4. [28] If G is an antiregular graph then G is not a C-graph.

A graph whose every induced subgraph contains either an isolated vertex or an universal vertex (that is, a vertex
adjacent to all other vertices) is called threshold graph [27]. To the best of author’s knowledge, threshold graphs were
firstly introduced by Chvátal and Hammer [23, 24] as well as Henderson and Zalcstein [37] independently. In the next
theorem, it is stated that antiregular graphs are threshold graphs, and hence antiregular graphs enjoy all the properties of
threshold graphs – here, it should be mentioned that the theory of threshold graphs is well-established and that threshold
graphs have numerous applications in computer science and psychology [44].

Theorem 2.5. [47]

(i) Antiregular graphs are threshold graphs (this fact was also proved independently by Levit and Mandrescu [43]).

(ii) The graph An is perfect and its line graph is Hamiltonian.
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For a given binary string b = b1b2 · · · bn with b1 = 0, let G1 be a trivial graph with V (G1) = {v1} and then recursively
define for j = 2, 3, · · · , n, a graph Gj obtained from Gj−1 by adding a new vertex vj and making vj a universal vertex if
bj = 1, or leaving vj as an isolated vertex if bj = 0. After the nth step, the resulting graph G = G(b) is a threshold graph;
G is clearly connected if and only if bn = 1.

IfG is a connected threshold graph with binary string b = b1b2 · · · bn then we write the string b as b = 0s11t10s21t2 · · · 0sk1sk

where n =
∑k
i=1(si + ti), 0si is short-hand for si ≥ 1 consecutive zeros and 1ti is short-hand for ti ≥ 1 consecutive ones.

Theorem 2.3 states that that every tree of order n is isomorphic to a subgraph of the connected antiregular graph An.
Aguilar et al. [2] showed that a similar property of the connected antiregular graphs holds also for the class of threshold
graphs.

Theorem 2.6. [2] Every connected threshold graph of order n ≥ 2 is isomorphic to an induced subgraph of the con-
nected antiregular graph A2n−2. In fact, let G be a connected threshold graph of order n and with binary string b =

0s11t10s21t2 · · · 0sk1sk where n =
∑k
i=1(si + ti). Let n′ = 2(n − k) if s1 = 1 and let n′ = 2(n − k) − 1 if s1 ≥ 2. Then G is an

induced subgraph of An′ . Moreover, An′ is the smallest antiregular graph containing G as an induced subgraph.

The next result gives information about the (largest) connected antiregular graph contained in a threshold graph.

Theorem 2.7. [2] Let G be a connected threshold graph with binary string b = 0s11t10s21t2 · · · 0sk1sk . Let r = 2k if s1 = 1

and let r = 2k + 1 if s1 ≥ 2. Then the connected antiregular graph Ar is an induced subgraph of G. In either case, Ar is the
largest antiregular graph contained in G as an induced subgraph.

By a clique in a graph G, we mean a subgraph of G that is complete, and by a clique set in G, we mean the vertex set of
a complete induced subgraph of G. A graph whose vertex set can be partitioned into the disjoint union of an independent
set and a clique set (either of which may be empty) is called a split graph [30]

Theorem 2.8. [14] Antiregular graphs are split graphs.

For a given graph F , the F -degree of a vertex v in a graph G is the number of those subgraphs of G isomorphic to F
that contain v [18]. A concept related to the F -degree of a vertex was also discussed by Kocay [42].

Theorem 2.9. [57] For every n ≥ 4, the antiregular graph An contains exactly n − 2 vertices having different P3-degrees,
where P3 is the path graph of order 3.

Let NG(v) be the set of all those vertices of G that are adjacent to v and let NG[v] = NG(v)∪{v}. A vertex v of a graph G
is a simplicial vertex if the graph induced by the vertices of NG[v] is a complete subgraph graph of G. A graph G in which
every vertex is either a simplicial vertex or is adjacent to a simplicial vertex is called simplicial graph [20]. A graph whose
order is equal to the sum of its matching number and independence number is called König-Egerváry graph [26,59].

Theorem 2.10. [43] Every antiregular graph is a simplicial graph as well as a König-Egerváry graph.

For a nontrivial graph G of order n, a function f : V (G)→ {0, 1} is said to be an antiregular dominating function of G
if
∣∣∣{∑v∈NG[u] f(u) : u ∈ V (G)

}∣∣∣ = n− 1 and
∑
v∈NG[u] f(u) ≥ 1 for every vertex u ∈ V (G).

Theorem 2.11. [35] Every antiregular graph has an antiregular dominating function.

A connected graph in which every pair of adjacent vertices has different degrees is called totally segregated graph [41].
Totally segregated graphs are studied also under the name of neighborly irregular graphs [11].

Theorem 2.12. [56] For n ≥ 3, the connected antiregular graph An is totally segregated if and only if n is odd.

A connected graph G with the maximum degree ∆ is said to be maximally irregular graph if the degree set (that is, the
set of all different vertex degrees) of G contains exactly ∆ elements [50].

Theorem 2.13. [56] Every connected antiregular graph is also a maximally irregular graph.

Further results related to connected antiregular graphs can found in [29].

3. Some certain polynomials

This section is devoted to outline the known results concerning some particular polynomials, different from characteristic
polynomials, of the antiregular graphs. Firstly, we present a result related to the chromatic polynomial.
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Theorem 3.1. [58] The chromatic polynomial of the connected antiregular graph An is

x
(
x− n

2

)bn/2c−b(n−1)/2c b(n−1)/2c∏
i=1

(x− i)2.

The matching polynomial of a graph G of order n is defined by

M(G;λ) =

bn/2c∑
k=0

(−1)n−kmk(G)λn−2k,

where mk(G) is the number of all matchings of G made of k independent edges. Munarini [51] established several results
involving matching polynomial of the connected antiregular graph An.

Theorem 3.2. [51] Let Mn(λ) = M(An;λ).

(i) The matching polynomials of the connected antiregular graphs satisfy the following recurrence relation

Mn+2(λ) = (λ2 − 1)Mn(λ)− λM ′n(λ),

where M ′n(λ) denotes the derivative of Mn(λ) with respect to λ.

(ii) The matching polynomial Mn(λ) has n real roots and for n ≥ 3 all these roots are contained in the interval(
− 2
√
n− 2, 2

√
n− 2

)
.

(iii) The matching polynomials of the connected antiregular graphs form a Sturm sequence.

(iv) The exponential generating series for M2n(λ) and M2n+1(λ) are∑
n≥0

M2n(λ)
tn

n!
= e−te−

λ2

2 (e−2t−1)

and ∑
n≥0

M2n+1(λ)
tn

n!
= λe−2te−

λ2

2 (e−2t−1).

Also, the following identities hold

M2n(λ) =
1

λ

n∑
k=0

(
n

k

)
M2k+1(λ) and M2n+1(λ) = λ

n∑
k=0

(
n

k

)
(−1)n−kM2k(λ).

(v) The matching polynomial M2n(λ) has 2n simple real roots, from which n are negative and n are positive. While,
M2n+1(λ) has 2n + 1 simple real roots, from which n are negative, one is zero and remaining n are positive. More-
over, if r−n, · · · , r−1, r1, · · · , rn are the roots of M2n(λ) and s−n−1, · · · , s−1, s1, · · · , sn+1 are the roots of M2n+2(λ) such
that r−n < · · · < r−1 < r1 < · · · < rn and s−n−1 < · · · < s−1 < s1 < · · · < sn+1 then

s−n−1 < r−n < s−n < · · · < r−1 < s−1 < 0 < s1 < r1 < · · · < sn < rn < sn+1.

Similarly, if r−n, · · · , r−1, 0, r1, · · · , rn are the roots of M2n+1(λ) and s−n−1, · · · , s−1, 0, s1, · · · , sn+1 are the roots of
M2n+3(λ) such that r−n < · · · < r−1 < 0 < r1 < · · · < rn and s−n−1 < · · · < s−1 < 0 < s1 < · · · < sn+1 then

s−n−1 < r−n < s−n < · · · < r−1 < s−1 < 0 < s1 < r1 < · · · < sn < rn < sn+1.

Denote by I(G;λ) the independence polynomial of a graph G.

Theorem 3.3. [43] The independence polynomial of An is

I(An;λ) =

(λ+ 1)k−1(λ+ 2)− 1 if n = 2k − 1,

2(λ+ 1)k − 1 if n = 2k.

Also, the independence polynomial of An is

I(An;λ) =

2(λ+ 1)k − λ− 1 if n = 2k − 1,

(λ+ 1)k(λ+ 2)− λ− 1 if n = 2k.
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A finite sequence (a0, a1, a2, · · · , an) of real numbers satisfying the inequality a2
i ≥ ai−1ai+1 for every i ∈ {1, 2, · · · , n−1}

is called log-concave. A polynomial whose coefficients form a log-concave sequence is called log-concave polynomial. The
next two corollaries are the direct consequences of Theorem 3.3.

Corollary 3.1. [43]

(i) The independence polynomial of every antiregular graph is log-concave.

(ii) In the family of threshold graphs, there is no non-antiregular graph whose independence polynomial is equal to the inde-
pendence polynomial of an antiregular graph. In other words, within the family of threshold graphs, every antiregular
graph is uniquely determined by its independence polynomial.

Corollary 3.2. [43]

(i) The independence polynomial I(A2k;λ) has only one real root, that is −1 + 1
k√2

, for every odd k and exactly two real roots,
namely −1± 1

k√2
, for each even k.

(ii) The independence polynomial I(A2k−1;λ) has only one real root, that belongs to the open interval (−1, 0), for every odd
k and exactly two real roots, one belongs to (−1, 0) and the other belongs to (−3,−2), for each even k.

4. Graph invariants

The aim of this section is to gather known results regarding different graph invariants of the antiregular graphs. Firstly,
we note from Theorem 2.2(ii) that the matching number of the connected antiregular graph An is bn/2c – this value was
independently calculated by Merris [45].

Corollary 4.1. [45,52] The matching number of An is bn/2c.

Nebeský [52] gave the chromatic number of the connected antiregular graph An and the same was calculated indepen-
dently by Merris [45] and Salehi [57].

Proposition 4.1. [45,52,57] The chromatic number of An is d(n+ 1)/2e = bn/2c+ 1.

Sedláček [58] determined several graph invariants of connected antiregular graphs.

Theorem 4.1. [58] For the connected antiregular graph An, the following properties hold.

(i) The number of all trees spanning the graph An is
(n− 1)!

dn/2e
.

(ii) The edge chromatic number of An is n− 1 and the total chromatic number of An is{
3 if n = 2,
n if n ≥ 3.

(iii) The independence number of An is b(n+ 1)/2c, the number of all maximal independent sets of An is{
1 if n is odd,
2 otherwise,

the matching number of An is bn/2c and the number of all maximal independent edge sets of An is{
2(n−1)/2 if n is odd,
1 otherwise.

The formula for the number of all trees spanning the graph An given in Theorem 4.1(i) was also derived in [51], but
using an alternative way.

Theorem 4.2. [47] The algebraic connectivity of An is 1 for n ≥ 3.
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The inverse of the matrix In + D(G) − A(G), appeared within the field of chemical graph theory [33], is known as the
doubly stochastic matrix [46] where In is the identity matrix of order n, D(G) is the diagonal matrix of a graph G of order
n and A(G) is the adjacency matrix of G. (It needs to be mentioned here that the terminology of doubly stochastic matrix
is also used in [36] in connection with the strongly connected digraphs.) Merris [47] conjectured that the minimal value of
entries of the doubly stochastic matrix of the graph An is 1

2(n+1) for n ≥ 3 and this conjecture was proved by Berman and
Zhang [8].

Theorem 4.3. [8] The minimal value of entries of the doubly stochastic matrix of the graph An is 1
2(n+1) for n ≥ 3.

A matching whose edges contains all the vertices of the graph is called perfect matching and a matching whose edges
contains all the vertices, except one, of the graph is known as quasi-perfect matching. Denote by Mn the total number of
matchings of An.

Theorem 4.4. [51]

(i) The graph A2n has exactly one perfect matching and A2n+1 has 2n quasi-perfect matchings.

(ii) It holds that

M2n =

n∑
k=0

(
n

k

)
(−1)n−kM2k+1 and M2n+1 =

n∑
k=0

(
n

k

)
M2k .

(iii) The exponential generating series for the numbers M2n and M2n+1 are∑
n≥0

M2n
tn

n!
= e(et−2t−1)/2 and

∑
n≥0

M2n+1
tn

n!
= e(et−4t−1)/2 .

Also, the ordinary generating series for the numbers M2n and M2n+1 are∑
n≥0

M2nt
n =

∑
n≥0

tk

(1− t)(1− 3t) · · · (1− (2k + 1)t)

and ∑
n≥0

M2n+1t
n =

∑
n≥0

tk

(1− 2t)(1− 4t) · · · (1− (2k + 2)t)
.

Theorem 4.5. [61] Let tn and tn be the number of triangles in An and An, respectively. Also, let mn be the number of edges
of An. If n ≥ 4 then

tn = tn−2 +mn−2 =


n(n− 1)(n− 2)

24
if n is even,

(n+ 1)(n− 1)(n− 3)

24
otherwise,

and

tn = tn−1 =


n(n− 2)(n− 4)

24
if n is even,

(n− 1)(n− 2)(n− 3)

24
otherwise.

The number of all independent sets of a graph G is called the Fibonacci number of G [54]. The next result is a direct
consequence of Theorem 3.3.

Corollary 4.2. [43]

(i) The Fibonacci number of An is 2(n+2)/2 − 1 if n is even,

3× 2(n−1)/2 − 1 otherwise.

Also, the Fibonacci number of An is 3× 2n/2 − 2 if n is even,

2(n+3)/2 − 2 otherwise.

(ii) For the connected antiregular graph An, the number of independent sets of odd size is greater by one than the number
of independent sets of even size, while for the disconnected antiregular graph An, these two numbers are equal.
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An irregularity measure (IM ) of a connected graph G is a non-negative graph invariant satisfying the property:
IM(G) = 0 if and only if G is regular. The total irregularity of a graph G, denoted by irrt(G), is one of the much studied
irregularity measures, and it is defined as

irrt(G) =
∑

{u,v}⊆V (G)

|deg u− deg v|.

Antiregular graphs belong to the class of the graphs that attain the maximum value of irrt among all the connected graphs
of a fixed order n ≥ 3. The problem of devising the irregularity measure(s), for which only antiregular graphs have the
maximum value among all the connected graphs of a fixed order n ≥ 3, was posed in [56]. This problem was solved in the
recent paper [4] by introducing the following two irregularity measures

IRA(G) =
n(n− 1)

2
· 1

N0(G)
− 1 and IRB(G) = 1− 2

n(n− 1)
·N0(G) ,

where

N0(G) =

∆∑
i=1

ni(ni − 1)

2
,

and ni is the number of vertices of degree i in G.

5. Spectral theory

In this section, known results about the spectral study of the antiregular graphs are outlined. The first such result, related
to the eigenvalues of the adjacency matrix and Laplacian matrix of a connected antiregular graph, is due to Merris [47].

Theorem 5.1. [47]

(i) If λ1 ≥ λ2 ≥ · · · ≥ λn are the eigenvalues of the adjacency matrix of the connected antiregular graph An, then either
λs = 0 = λn−s+1, or they have opposite signs, where 1 ≤ s ≤ n.

(ii) The Laplacian eigenvalues of An consist of all but one of the integers 0, 1, 2, · · · , n and the “missing eigenvalue” is
b(n+ 1)/2c.

Denote by ϕn(λ) the characteristic polynomial of the connected antiregular graph An. Munarini [51] derived several
results involving the characteristic polynomial ϕn(λ) of An.

Theorem 5.2. [51]

(i) The characteristic polynomials of the connected antiregular graphs satisfy the second order non-linear recurrence relation

ϕn+2(λ) = (−1)nϕn+1(−λ− 1) + (λ2 + λ)ϕn(λ)

as well as the fourth order linear recurrence relation

ϕn+4(λ) = (2λ2 + 2λ− 1)ϕn+2(λ) + (λ2 + λ)2ϕn(λ).

(ii) The characteristic polynomials of the connected antiregular graphs satisfy the following explicit expressions

ϕ2n(λ) =

n∑
k=0

(
n+ k

2k

)
(−1)k

(
2k

n+ k
· λ+ 1

)
(λ2 + λ)n−k

= (λ+ 1)

bn/2c∑
k=0

(
n− k
k

)
(−1)k

n

n− k
(nλ− n+ k)Hnk(λ)

=
1

2n

bn/2c∑
k=0

(
n

2k

)
(−1)k

2(2k + 1)λ2 − 2(n− 4k + 1)λ− n− 1

2k + 1
hnk(λ)

and

ϕ2n+1(λ) =

n∑
k=0

(
n+ k

2k

)
(−1)k

(
λ− n− k

2k + 1

)
(λ2 + λ)n−k
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= λ

bn/2c∑
k=0

(
n− k
k

)
(−1)k

n

n− k
(
nλ2 + 2kλ− 2n+ 3k

)
Hnk(λ)

=
λ

2n

bn/2c∑
k=0

(
n

2k

)
(−1)k

2(2k + 1)λ2 − 2(n− 4k − 1)λ− 3n+ 4k − 1

2k + 1
hnk(λ),

where
Hnk(λ) = (2λ2 + 2λ− 1)n−2k−1(λ2 + λ)2k

and
hnk(λ) = (2λ2 + 2λ− 1)n−2k−1(4λ2 + 4λ− 1)k.

(iii) The characteristic polynomials of the connected antiregular graphs can be expressed in terms of the Chebyshev polyno-
mials as given below:

ϕ2n(λ) =
2λ(λ+ 2)(λ2 + λ)n

2λ2 + 2λ− 1
(Tn(f(λ)))− (2λ+ 1)(λ2 + λ)n

2λ2 + 2λ− 1
(Un(f(λ)))

and
ϕ2n+1(λ) =

2λ(λ+ 1)2(λ2 + λ)n

2λ2 + 2λ− 1
(Tn(f(λ)))− λ(2λ+ 3)(λ2 + λ)n

2λ2 + 2λ− 1
(Un(f(λ)))

where Un and Tn are the Chebyshev polynomial functions of the first and second kind depending on f(λ), and

f(λ) =
2λ2 + 2λ− 1

2λ(λ+ 1)
.

Let p(x) be a polynomial of degree n with real roots r1, r2, · · · , rn and let q(x) be a polynomial of degree n+ 1 with real
roots q1, q2, · · · , qn+1, such that r1 ≤ r2 ≤ · · · ≤ rn and q1 ≤ q2 ≤ · · · ≤ qn+1. These polynomial have the interlacing property
when q1 ≤ r1 ≤ q2 ≤ r2 ≤ · · · ≤ qn ≤ rn ≤ qn+1. A sequence {pn(x)}n of polynomials is a Sturm sequence when every pn(x)

is a real polynomial of degree n with n real distinct roots, and pn(x) and pn+1(x) have the interlacing property for every
positive integer n.

Theorem 5.3. [51] The characteristic polynomials of the connected antiregular graphs form a Sturm sequence.

As usual, let ei = (0, · · · , 0, 1, 0, · · · , 0) be the vector of length n with the entry equal to 1 in position i. The energy of a
graph G is denoted by E(G) and is defined as the sum of the absolute values of all eigenvalues of G.

Theorem 5.4. [51]

(i) For every n ≥ 1, λ = −1 is a simple eigenvalue of A2n and the associated eigenspace is 〈(−en, e1)〉, and λ = 0 is an
eigenvalue of A2n+1 and its associated eigenspace is 〈(en,−1,0)〉.

(ii) If λn is the maximum eigenvalue of An then it holds that

n

2

⌈n
2

⌉ ⌊n
2

⌋
≤ λn ≤

nbn/2c
bn/2c+ 1

.

(iii) The antiregular graph A2n has 2n simple real eigenvalues: n negative and n positive. The antiregular graph A2n+1

has 2n+ 1 simple real eigenvalues: n negative, one zero and n positive.

(iv) The energy of An, that is E(An) satisfies

2

√⌈n
2

⌉ ⌊n
2

⌋
≤ E(An) ≤ 2

⌊n
2

⌋√⌈n
2

⌉
.

(v) The determinant of the adjacency matrix of An is(−1)n/2 if n is even,

0 otherwise.

Here, we mention that the determinant of the adjacency matrix of An, when n is even, was also found in [5]. The next
result gives a characterization for the eigenvalues of the connected antiregular graphs.
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Theorem 5.5. [3] Let
θ = arccos

(
−2λ2 − 2λ+ 1

2λ(λ+ 1)

)
.

For n = 2k, λ is an eigenvalue of the connected antiregular graph An if and only if

λ =
sin(kθ)

sin(kθ) + sin((k − 1)θ)
.

For n = 2k + 1, λ 6= 0 is an eigenvalue of the connected antiregular graph An if and only if

2− λ2

λ(λ+ 1)
=

sin((k − 1)θ)

sin(kθ)
.

The numbers −1 and 0 are usually considered as the trivial eigenvalues of the threshold graphs (and hence of the
antiregular graphs). Aguilar et al. [3] showed that connected antiregular graphs have no non-trivial eigenvalues in the
interval [(−1 −

√
2)/2, (−1 +

√
2)/2] and Ghorbani [31] generalize this result by proving that threshold graphs have no

non-trivial eigenvalues in the aforementioned interval.

Theorem 5.6. [3,31] No non-trivial eigenvalue of the antiregular graphs belongs to the interval[
−1−

√
2

2
,
−1 +

√
2

2

]
.

Let λ+
1 , λ

+
2 , · · · , λ

+
k and λ

−
1 , λ

−
2 , · · · , λ

−
k−1 if n = 2k,

λ−1 , λ
−
2 , · · · , λ

−
k if n = 2k + 1,

be the positive and negative (excluding −1 when n = 2k), respectively, eigenvalues of the connected antiregular graph An

such that λ+
1 < λ+

2 < · · · < λ+
k and λ

−
1 < λ−2 < · · · < λ−k−1 < −1 if n = 2k,

λ−1 < λ−2 < · · · < λ−k if n = 2k + 1.

Theorem 5.7. [3]

(i) Let r be a fixed positive number less than 1 and ε be an arbitrary positive number. Then, for sufficiently large k, the
inequality

|λ+
i + λ−i + 1| < ε

holds for all i ∈ {1, 2, · · · , k − 1} such that 2i
2k−1 ≤ r if n = 2k and i

k ≤ r if n = 2k + 1 is odd.

(ii) Let λ+
1 (k) be the smallest positive eigenvalue of the connected antiregular graph An and denote by λ−1 (k) the negative

eigenvalue of An closest to the trivial eigenvalue, where n = 2k if n is even and n = 2k+1 if n is odd. Then, the sequence
{λ+

1 (k)}∞k=1 is strictly decreasing and converges to (−1 +
√

2)/2, while the sequence {λ−1 (k)}∞k=1 is strictly increasing
and converges to (−1−

√
2)/2.

(iii) If σ(n) is the set of all eigenvalues of An then closure of the set
⋃
n≥1 σ(n) is

(−∞, (−1−
√

2)/2] ∪ {−1, 0} ∪ [(−1 + 1
√

2)/2,∞).

Note that the function F defined by
F (θ) =

sin(kθ)

sin(kθ) + sin((k − 1)θ)
(1)

has vertical asymptotes at
γj =

2jπ

2k − 1
, (2)

j = 1, 2, · · · , k − 1, in the interval (0, π). Also, the equation

θ = arccos

(
−2λ2 − 2λ+ 1

2λ(λ+ 1)

)
has the following two solutions

λ = f1(θ) =
−(cos θ + 1) +

√
(cos θ + 1)(cos θ + 3)

2(cos θ + 1)
(3)

λ = f2(θ) =
−(cos θ + 1)−

√
(cos θ + 1)(cos θ + 3)

2(cos θ + 1)
. (4)
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Theorem 5.8. [3] With the notations defined in Equations (1), (2), (3) and (4), the following statements hold.

(i) The functions F and f1 intersect exactly k times in the interval(0, π). If θ+
1 , θ

+
2 , · · · , θ

+
k are the intersection points satisfying

θ+
1 < θ+

2 < · · · < θ+
k then the positive eigenvalues of A2k are the outputs of f1 at these intersection points and it holds

that
f1(θ+

1 ) < f1(θ+
2 ) < · · · < f1(θ+

k )

and
f1(γj−1) < f1(θ+

j ) < f1(γj) for j = 1, 2, · · · , k − 1.

(ii) The functions F and f2 intersect exactly (k− 1) times in the interval(0, π). If θ−1 , θ−2 , · · · , θ−k−1 are the intersection points
satisfying θ−1 < θ−2 < · · · < θ−k−1 then the negative eigenvalues of A2k are the outputs of f2 at these intersection points,
together with −1, and it holds that

f2(θ−k−1) < · · · < f2(θ−2 ) < f2(θ−1 ) < −1

and
f2(γj) < f2(θ−j ) < f2(γj−1) for j = 1, 2, · · · , k − 1.

(iii) If n = 2k then the inequality
|λ+
j + λ−j + 1| < 2πf ′1(γj)

2k − 1

holds for all j ∈ {1, 2, · · · , k − 1}. In particular, if r ∈ (0, 1) is fixed and ε is a given positive number, and if k satisfies
2πf ′1(γij)

2k−1 < ε then the inequality
|λ+
j + λ−j + 1| < ε

holds for all j ∈ {1, 2, · · · , (2k−1)r
2 }.

(iv) If n = 2k then the inequalities
|λ+
j − f1(γj)| <

2πf ′1(γj)

2k − 1

and
|λ−j − f1(γj)| <

2πf ′1(γj)

2k − 1

hold for all j ∈ {1, 2, · · · , k − 1}.

(v) Let λmax > 0 and λmin < 0 be the largest and smallest eigenvalues, respectively, of the connected antiregular graph An

where n is even. Then,
F (π) =

n

2
< λmax and f2

(
2(n/2− 1)π

n− 1

)
< λmin.

Note that n is even in all the results presented in Theorem 5.8. These results hold almost verbatim for the case n = 2k+1;
the only change is that the ratio 2π

2k−1 is now π
k , see [3] for details.

Define the matrices

U =

 0 1 −1
1 0 −1
−1 −1 1

 , V =

 1 1 −1
1 0 −1
−1 −1 1

 and W =

[
1 1
1 0

]
.

For stating the next result, we assume that n = 2k and define k − 1 matrices as follows. Let H0 be the n× n matrix whose
principal submatrix indexed by the rows and the columns 1, 2, 3 equals U and with its remaining entries equal to zero.
For i = 1, 2, · · · , k − 2, let Hi be the n × n matrix whose principal submatrix indexed by the rows and the columns 2i + 1,
2i+2, 2i+3 equals V and with its remaining entries equal to zero. LetHk−1 be the n×nmatrix whose principal submatrix
indexed by the rows and the columns 2k− 1, 2k equals W and with its remaining entries equal to zero. With this notation
we have the following result.

Theorem 5.9. [5] For n = 2k, the inverse of the adjacency matrix of the connected antiregular graph An is

H0 +H1 + · · ·+Hk−1.

Theorem 5.9 gives expression for the inverse of the adjacency matrix of the connected antiregular graph An involving
sums of certain matrices. The next result gives a closed-form expression for the aforementioned inverse matrix.
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Theorem 5.10. [3] For n = 2k, the inverse of the adjacency matrix of the connected antiregular graph An is[
S T

T O

]
,

where O is the k × k null matrix and, S and T are k × k matrices defined as

S =



2 −1

−1
. . .

. . .

. . .
. . .

. . .

. . . 2 −1
−1 0


and T =



−1 1

. .
.

. .
.

. .
.

. .
.

−1 . .
.

1


.

Let µ+(An) = λ+
1 and

µ−(An) =

λ
−
k−1 if n = 2k,

λ−k if n = 2k + 1.

Proposition 5.1. [2] If n ≥ 3 is odd, then µ−(An) ≥ µ−(An+1) and µ+(An) ≥ µ+(An+1). Also, if n ≥ 4 is even, then
µ−(An) ≤ µ−(An+1) and µ+(An) ≤ µ+(An+1).

In the remaining part of this paper, for a graph G of order n, we denote by λ1(G), λ2(G), · · · , λn(G) all the eigenvalues
of G satisfying λ1(G) ≤ λ2(G) ≤ · · · ≤ λn(G). Also, we denote by mλi(G) the algebraic multiplicity of an eigenvalue λi(G).
The inertia of G is the triple i(G) = (i−(G), i0(G), i+(G)) where i−(G) is the number of negative, i+(G) is the number of
positive, and i0(G) is the number of zero eigenvalues of G.

Theorem 5.11. [2] Let G be a connected threshold graph of order n and with binary string b = 0s11t10s21t2 · · · 0sk1sk where
n =

∑k
i=1(si + ti), and let s =

∑k
i=1 si, t =

∑k
i=1 ti.

(i) If s1 ≥ 2 then
λi(G) ≤ λi(A2k+1) < −1, for i = 1, 2, · · · , k

and
0 < λk+1+i(A2k+1) ≤ λn−k+i(G), for i = 1, 2, · · · , k.

Consequently,m−1(G) = t−k andm0(G) = s−k, andG has k non-trivial negative and k non-trivial positive eigenvalues
(by trivial eigenvalues of G, we mean 0 and −1).

(ii) If s1 = 1 then
λi(G) ≤ λi(A2k) < −1, for i = 1, 2, · · · , k − 1

and
0 < λk+i(A2k) ≤ λn−k+i(G), for i = 1, 2, · · · , k.

Consequently, m−1(G) = t− k+ 1 and m0(G) = s− k, and G has (k− 1) non-trivial negative and k non-trivial positive
eigenvalues.

In either case, G has inertia i(G) = (t, s− k, k).

The next corollary is a direct consequence of Theorem 5.11.

Corollary 5.1. Let G be a connected threshold graph of order n and with binary string b = 0s11t10s21t2 · · · 0sk1sk .

(i) If s1 ≥ 2 then G does not contain non-trivial eigenvalues in the interval[
µ−(A2k+1), µ+(A2k+1)

]
.

(ii) If s1 = 1 then G does not contain non-trivial eigenvalues in the interval[
µ−(A2k), µ+(A2k)

]
.

Aguilar et al. [3] posed the following conjecture.
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Conjecture 5.1. [3] The connected antiregular graphAn has the smallest positive eigenvalue and has the largest non-trivial
negative eigenvalue among all threshold graphs of order n.

In [2], the authors reported some partial results towards Conjecture 5.1 – more precisely, they prove that this conjecture
is true for all threshold graphs of order n except for n− 2 critical cases, and these cases are considered in a recent preprint
[60]. Thus, combining the results obtained in [2,60], we can say that Conjecture 5.1 holds.

Theorem 5.12. [2] If n ≥ 2 is even,

(i) then µ+(An) ≤ µ+(G) for every threshold graph G of order n;

(ii) then µ−(An) ≥ µ−(G) for every threshold graph G of order n with binary string b = 0s11t10s21t2 · · · 0sk1sk where s1 = 1;

(iii) then µ−(An) ≥ µ−(G) for every threshold graph G of order n with binary string b = 0s11t10s21t2 · · · 0sk1sk where s1 ≥ 2

and n > 2k + 2.

Theorem 5.13. [2] If n ≥ 3 is odd,

(i) then µ−(An) ≥ µ−(G) for every threshold graph G of order n;

(ii) then µ+(An) ≥ µ+(G) for every threshold graph G of order n with binary string b = 0s11t10s21t2 · · · 0sk1sk where s1 ≥ 2;

(iii) then µ+(An) ≥ µ+(G) for every threshold graph G of order n with binary string b = 0s11t10s21t2 · · · 0sk1sk where s1 = 1

and n > 2k + 1.

We recall that the Laplacian polynomial (or admittance polynomial) of a graph G is the characteristic polynomial of the
Laplacian matrix of G. Denote by Ln(λ) the Laplacian polynomial of the connected antiregular graph An.

Theorem 5.14. [51]

(i) The Laplacian polynomial of the connected antiregular graph An is

λ(λ− 1) · · · (λ− n)

λ− dn/2e
.

(ii) The Kel’mans polynomial (see (1.17) in [25]) of An is

(λ+ 1)(λ+ 2) · · · (λ+ n)

λ+ dn/2e
.
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